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Summary

In this thesis we research the existence of unique sequential decomposition in
process algebras, specifically in algebras containing the empty process 1 and
optionally the deadlock process 0. Having a unique decomposition result for
an algebra facilitates proving properties like decidability of bisimulation and
finite axiomatisation, and in general makes sure each process can be given in
a standard form with known properties. Sequential decompositions are cur-
rently less well researched than parallel decompositions, and not many results
for decomposition of processes including 0 and/or 1 exist.

Therefore we take the relatively simple process algebras BPA; and BPAg 1 to
investigate whether these algebras have a unique sequential decomposition. We
first prove a cancellation theorem that aids us in proving uniqueness of sequen-
tial decompositions. Then we prove that all processes in BPA; have a unique
sequential prime decomposition. We briefly show that this does not hold in gen-
eral for processes in BPAg 1, then go on to investigate two alternative notions
of unique decomposition for processes in BPAg 1, both of which are as close
as possible to a prime decomposition. One decomposition concerns processes
which always end in deadlock; the other concerns processes which sometimes
end in deadlock.

Furthermore we generalise the unique sequential decomposition result obtained
for BPA; to a setting of monoids. We propose a number of properties that
should be satisfied for a monoid to have a unique prime decomposition result,
then prove that every element from a monoid satisfying these properties has
a unique prime decomposition. This generalisation shows that decomposition
does not depend on the exact semantics of the operators present in algebras
like BPA7; in fact, a decomposition can be given for any element in a setting
with a sequential operator that adheres to the proposed properties. We also
prove that cancellation is a necessary property that cannot be derived from the
others. Finally we show that BPA; is in fact one of the algebras satisfying the
properties.
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Chapter 1

Introduction

In the field of process algebra, it is often useful to be able to write every process
in some canonical form. A form that is often used for this is the prime decom-
position. The idea of a prime decomposition is derived from the fundamental
theorem of arithmetic as formulated by Euclid. This theorem states that every
positive natural number can be written as a product of prime numbers, and
that there is only one way of doing so for each number, i.e., that this “decom-
position” of a number into a set of prime numbers is unique. For example, the
only way to write the number 294 as a product of primes is as 2 x 3 x 7 x 7
(disregarding the ordering of the primes in the product).

In the same way, it is possible in some process algebras to write every process as
a product of a number of prime processes. In this case, the “product” operator
is usually a composition operator, such as the parallel or sequential operators
present in many process algebras. Primeness then becomes the inability to
further decompose a process by the chosen operator. However, it is not known
for process algebras in general whether a prime decomposition exists, and if it
does, whether this decomposition is necessarily unique.

Milner and Moller were the first to address the question of whether prime de-
composition is unique with regard to parallel processes [18]; they proved that
uniqueness of the decomposition depends on the congruence being used (bisim-
ilarity, failures equivalence, trace equivalence), and on whether or not “infinite
processes” — processes not limited to performing a bounded or finite number
of actions — are allowed. They proved these results twice, first without, then
with the aid of a cancellation lemma. Both results were first noted in Moller’s
PhD thesis [19]. The cancellation lemma was first used by Castellani and Hen-
nessy (as part of a larger simplification lemma) in the context of distributed
bisimulations [10].

Significant work has been performed by Luttik and Van Oostrom in generalising
the notion of unique parallel prime decompositions to a setting of commutative
monoids [17]. In this way, it suffices to provide a reduction of the process algebra
to a commutative monoid for which the required properties hold, instead of
needing to prove a unique decomposition separately for every process algebra.
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Use for a unique prime decomposition

Having a unique decomposition result for process algebras is useful in several
ways. In its most general setting, having unique prime decomposition fulfils a
technical requirement for making sure each process can be given in a standard
form with known properties. This standard form then facilitates being able
to prove other properties. For one, it can be used to prove the decidability of
bisimulation for an algebra, as is done for example by Christensen, Hirshfeld and
Moller for BPP [12]. Secondly, unique decomposition can also be used to prove
or disprove the existence of a finite axiomatisation of a process algebra. This
is demonstrated by Moller, who proves the existence of such an axiomatisation
for PA [20], and disproves it for CCS [21].

Further results regarding the use of a decomposition in general, and unique
decomposition in particular, are given in Christensen’s PhD thesis [11, pp. 4-7].

Sequential decomposition with 0 and 1

In this thesis, we research a number of aspects of unique prime decomposition
that have not received as much attention as results obtained in other process
algebras. Specifically we address sequential decomposition, in contrast with the
more often-researched parallel decomposition; and we do so in a setting with the
empty process 1 and optionally a deadlock process O.

To this end we pick two simple process algebras called BPA; and BPAg 1, both
derived from BPA, the Basic Process Algebra. BPA was first defined by Bergstra
and Klop [8]. BPA; adds the empty process 1 to BPA, and BPAg ; furthermore
adds the deadlock process 0 to BPA;. The empty process was initially intro-
duced (represented by the symbol ) by Koymans and Vrancken [15], and im-
proved by Vrancken [22]. They defined a different semantics for these processes
than the one we use here; we use Structural Operational Semantics as given for
an algebra containing 0 and 1 by Baeten in e.g. [3]. The deadlock process was
already present (represented by the symbol d) in [8], but not in combination
with BPA (which is also mentioned in that paper), only in the more general
process theory ACP.

Our aim is now to prove that each process in BPA; has a unique prime de-
composition with respect to the sequential composition operator. It is already
known that not all processes in BPAg ; have a prime decomposition, so a unique
prime decomposition result does not exist for BPAg ;. In light of this situation,
we investigate whether an alternative decomposition for processes in BPAg 1 —
one as close as possible to being a prime decomposition — does yield a unique
result. We actually come up with two decomposition results for processes in
BPAp,1 which have deadlock; one for processes which always deadlock and one
for processes which sometimes deadlock. Together with the decomposition re-
sults obtained for BPA;, this provides a unique decomposition for every process
in BPA(),l.

Lastly we generalise this notion of sequential prime decomposition to a monoidic
setting, in a similar way as has been done for decomposition using a commuta-
tive operator (like the parallel composition operator) by Luttik and Van Oost-
rom [17]. This shows that unique prime decomposition does not hold only for
BPA;, but for any algebra (or other structure) satisfying the proposed proper-
ties.
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The role of 0 and 1

Both 0 and 1 enhance the expressiveness of a process algebra which includes
them.

The addition of the deadlock process 0 enables processes to enter a state from
which neither performing an action, nor terminating is possible. The occurrence
of deadlock is most often the result of failing to communicate in a process algebra
which includes the concepts of parallelism and communication. Even though
these concepts are not included in the algebras we study here, studying 0 in a
smaller context still enables us to study the effects of deadlock on sequential
decomposition.

The empty process 1 is significant because it allows for impure termination: the
possibility for a process to terminate when there are still actions that can be
performed. To be able to do so is very important when considering the relation
between process algebra and automata theory; two fields which have much in
common, but have historically not been strongly linked. This link is explored
in more detail by Baeten, Cuijpers, Luttik and Van Tilburg [5, 6, 7]. Now, in
an automaton it is possible to designate any subset of states as final states, yet
in both CCS- and ACP-style process algebras (including BPA without 1) it is
only possible to terminate when no actions can be performed anymore. This
incompatibility is alleviated by introducing impure termination. A different case
for inclusion of an explicit empty process in process algebras, for embedding
untimed into timed process algebra, is also argued by Baeten [2].

By proving the existence (or absence) of a unique prime decomposition result in
process algebras that include 0 and/or 1, we hope to facilitate a better under-
standing of the consequences arising from adding these processes to an algebra.
Counterexamples showing where unique decomposition fails are especially useful
in this area.

Methodology

In both BPA; and BPAg 1 we prove the existence of a unique decomposition
by way of a cancellation lemma; this way of proving decomposition was first
performed by Moller in his PhD thesis [19], and enables a much shorter proof
than is possible without using cancellation. We prove cancellation by showing
that it is a bisimulation relation, as is also done by e.g. Milner and Moller
for parallel processes [18]. However, while the technique is the same, the actual
contents of the proof are quite different, on the one hand because we are proving
a sequential rather than a parallel result, and on the other hand because impure
termination using 1 complicates matters somewhat.

The actual decomposition proofs are performed by induction on the size of a
process term; these are mostly inspired by a very brief proof of decomposition
for BPA by Burkart, Caucal, Moller and Steffen [9]. The proof technique we use
is the same as theirs, however our proof is more detailed, and also somewhat
more complicated, again because of the addition of 1.

Results in proving unique prime decomposition for monoids are based on the
works of Luttik [16], especially as a basis for the properties which are required
to prove decomposition in a monoidic setting, and Luttik and Van Oostrom [17]
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for the way of proving that a process algebra divided using bisimulation is a
monoid.

Limitations

The biggest limitation present in the current work is that we only consider finite
processes, i.e., processes for which the specification is finite and non-recursive.
This is because in general unique prime decomposition does not hold for infinite
processes, and investigating alternative notions of decomposition where infinite
processes are possible (analogous to notions of decomposition which allow for
deadlock) was outside of the scope of this thesis. We also only consider closed
terms. A consequence of this is that applications of decomposition like the de-
cidability of bisimulation and finite axiomatisation are not applicable here yet,
since these applications are only useful for algebras that contain infinite pro-
cesses or open terms; in closed non-recursive terms the sequential composition
operator can actually be factored out. Nevertheless, the results obtained here
are a first step towards obtaining sequential decomposition in a broader, more
open setting.

Some very preliminary work has been performed in supporting infinite processes
by allowing recursive specifications; this work is included in the appendix.

Overview

This thesis is structured as follows: in Chapter 2 we introduce the process al-
gebras BPA; and BPAg 1 and provide their syntax and semantics. Next, in
Chapter 3 we give a cancellation theorem that is used for the unique decom-
position proofs that follow. After that, in Chapter 4 we prove three separate
unique decomposition results: one for processes without deadlock, one for pro-
cesses which always end in deadlock and one for processes which sometimes end
in deadlock. Together, these provide a unique decomposition result for each
process in BPA; and BPAg ;. In Chapter 5 we generalise the decomposition re-
sult for deadlock-free processes to a monoidic setting, so that unique sequential
decomposition holds for every monoid conforming to a number of properties.
We conclude with Chapter 6, which also lists some future work. Finally, Ap-
pendix A provides some early results obtained in adding recursive specifications
to the algebras, thereby making it possible to specify infinite processes.



Chapter 2

Syntax, semantics and
other preliminaries

Before we begin to discuss decomposition, we first formally introduce the process
algebras BPA; and BPAg ; and their syntax and semantics. For processes in
these algebras we also define the well-known bisimulation relation, some axioms,
and a measure of the size of a process, which is used extensively in the proofs
in upcoming chapters.

Definition 2.1. The syntax of terms over BPA; is defined by the following
signature:

1. There is a successful termination process, or empty process 1.

2. For each action a € A, where A is a (finite) action set, there is a unary
action prefix operator a._.

3. There is a binary alternative composition operator -+ _.

4. There is a binary sequential composition operator _ - _.
The syntax of terms over BPAg 1 adds one constant to the above:

5. There is a deadlock process 0.
Note that we do not define recursive specifications for our process algebras, and
we consider only finite-sized, closed terms, as this thesis will mostly concern

finite processes. The signature given above results in the following grammar for
BPA;:

P:=1|aP|P+P|P-P,
and for BPAg 1:
P:=0|1|a.P|P+P|P-P.

We can now define semantics for the process algebras.
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Definition 2.2. The operational semantics for BPA; and BPAg ; are defined
using Structural Operational Semantics [1] (or SOS for short), as given by the
rules in Table 2.1. Here A is the set of possible actions.

1 2
1] ap —p
, p——p ) q—q .l o al
p+qi>p’ p—}—qu’ p+ql p+ql
: p—p Pl q—q , Pl al
pqg-"p g pqg-"dq p-al

Table 2.1: SOS rules for BPA; and BPAg 1 (a € A)

In these SOS rules, we write p —— p/ if a process p can perform an a-action and
then continue as process p’. As a shorthand notation, we write p — p’ if there
exists an a € A such that p —— p'; we write p —" p’ if there are processes
Do, - ..,Pn such that p = pg — p1 — ... — pp_1 — pp = p’, i.e., process
p can get to process p’ in n steps (where for n = 0, we take p = p'); and we
write p —* p’ if there is an n > 0 such that p —" p’, i.e., process p can get
to process p’ in some number of steps (which may be zero).

We write p| if a process p can terminate. It is allowed for a process to termi-
nate even if it can still perform some action, in contrast with process algebras
where termination is established by an absence of actions left to perform; for
example, the process a.1+1 can either perform an a-action and then terminate,
or terminate immediately. We call this option between choosing to terminate
or performing an action impure termination, and define it as follows.

Definition 2.3. A process p has impure termination if p —™ p’ for some
process p’, and we have both p’| and p’ — p” for some process p”, i.e., if it is
possible from p to reach a state in 0 or more steps where both termination and
performing an action are possible.

Regarding deadlock, since BPAg 1 only extends BPA; by adding the deadlock
constant 0, and this constant has no semantics for performing an action or

terminating (since it can do neither), the semantics for BPAg 1 are the same as
those for BPA;.

We call a state in which no SOS-rule is applicable, i.e. where it is not possible
to perform an action or to terminate, a deadlock state. Obviously such states
can only exist in BPAg 1, not in BPA;. We say a process has deadlock if it can
reach a deadlock state, and we call it deadlock-free if it cannot. It is easy to see
that for every transition p —— p/, if p is deadlock-free, then p’ is deadlock-free
as well.

Note. In the remainder of this thesis, if we reason about arbitrary processes
without mentioning in which algebra they originate, then we assume these pro-
cesses are taken to be from BPAg ;. Since every process in BPA; is also a process
in BPAg,1, this means the reasoning is taken to be as general as possible.
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2.1 Bisimilarity of processes

We use bisimilarity for reasoning about the equality of processes. In the presence
of explicit termination using 1, bisimulation is defined as is done in e.g. [17].
We have slightly adapted this definition to explicitly enumerate the symmetrical
cases.

Definition 2.4. A binary relation R on processes in BPA; or BPAg 7 is a bisim-
ulation relation iff the following four properties hold, for all pairs of processes
(p,q) € R and for all a € A:

1. If there is a process p’ such that p —— p’, then there must be a process ¢’
such that ¢ = ¢’ and (p/,¢’) € R.

2. If there is a process ¢’ such that ¢ — ¢, then there must be a process p’
such that p - p’ and (p',¢') € R.

3. If process p can terminate (so pl), then ¢ must also be able to terminate.

4. If process ¢ can terminate (so ¢|), then p must also be able to terminate.

Two arbitrary processes p and q are called bisimilar if there exists a bisimulation
relation R such that (p,q) € R. For this we use the notation p < q.

In the sequel we are going to need some axioms regarding the bisimilarity of
processes; these are presented in this section. Note that this is not a complete
axiomatisation of BPA; or BPAg 1; it just lists the axioms that are actually used
in the remainder of this thesis. For example, we do not use the idempotency
or associativity of the alternative composition operator. These axioms will be
applied throughout, without explicit reference to the lemma.

Lemma 2.5. The following axioms regarding bisimilarity of processes are sound
for arbitrary processes p, q and r:
pt+qeqg+p,
p+0<p,
p-(g-r)=(p-q-r,
p-lep,
l-g=gq,
0-g<0,
q=a(p-q),
re(per)+(gor).

Proof. Both sides of each equivalence are in a relation for which the bisimula-
tion properties from Definition 2.4 hold, as is apparent from the SOS rules in
Table 2.1. O

Note. The associativity axiom p- (¢-r) < (p-q) - r is mostly applied implicitly
in the sequel, so we write e.g. p - ¢ - r instead of either p- (¢-7) or (p-q) - r.

For further treatment of these axioms, see Chapter 6, “Sequential processes”,
of the forthcoming book on process algebra by Baeten, Basten and Reniers [4].
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2.2 Size of processes

In the remainder of this thesis we will perform some proofs by induction on the
size of a process. Since many variations on size are possible, we give here a
formal definition.

Definition 2.6. We define the size of a process p, written |p|, to be the length
of the longest transition sequence starting at p:

lp| = max{n e N|3p':p —"p'}.

When calculating the size of a process, we do not only take into account transi-
tion sequences ending in termination, but also those ending in deadlock, so e.g.
la.1+ a.a.0| = 2.

Note. This definition does not allow for processes for which |p| = co, as we do
not consider terms with infinite size. Also note that the size of any process
is strictly within N; we do not allow for a negative size (since any transition
sequence consists of at least zero transitions).

Now the size of most processes can easily be defined recursively, as per the
following lemma.

Lemma 2.7. For processes p and q and for a € A, the following equalities can
be derived:

0] =0,
|1|:0’
la.pl =1+ [p[,

lp+ gl = max([p|, |q]) ,
lp-ql=|pl+1q| ifp is deadlock-free .

Proof. By definition of size (Definition 2.6) and the SOS rules in Table 2.1. O

Note that from these equations, the only way for a process p to have |p| = 0 is
if either p < 0 or p < 1; for BPA1, this means |p| = 0 iff p < 1.

Some lemmas regarding the size of processes are going to be useful in the re-
mainder of this thesis; we state and prove them here.

Lemma 2.8. For processes p and q, if p < q, then |p| = |q|.

Proof. We prove the lemma by contradiction. Assume without loss of generality
that (for p < q) we have [p| > |g|. Then there is a transition sequence of length
|p| starting at p which is longer than all sequences in ¢, so ¢ cannot simulate
this sequence. But then p < ¢, which is a contradiction. Hence it must be that

Ip| = |ql- O

Lemma 2.9. If p - p’ for processes p and p' and some action a € A, then
P’ < lpl-
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Proof. Suppose |[p'| = n, so the longest transition sequence starting at p’ takes
n steps. By p — p/ it is possible to get from p to p’ in one step, so there is
a transition sequence of n + 1 steps starting at p. Thus the longest transition
sequence starting at p must also be at least n + 1 steps long. Hence, |p| >
n+1>n=|p| so[p'| <|p|. O






Chapter 3

Cancellation

Cancellation is a property of processes stating that if two processes with a
common right-hand argument of a sequential composition are bisimilar, then
the two processes with the right-hand argument removed are also bisimilar.
That is, if p-r < ¢ - r holds, then p < ¢ holds as well. More properly this is
called right cancellation, since it removes a component on the right-hand side
of a process (as opposed to removing a component on the left-hand side); yet
we refer to the property simply by “cancellation”, since right cancellation is the
only cancellation we use.

Having cancellation greatly simplifies the proof of unique decomposition. While
there are ways to prove decomposition without using cancellation — only estab-
lishing cancellation as a result of proving decomposition, instead of the other
way around — this results in a longer and more involved proof. Cancellation was
already used for proving unique prime decomposition in the fundamental theo-
rem of arithmetic. Moller was the first one to use cancellation (which he called
simplification) for proving decomposition in a process algebraic context; specif-
ically for decomposition into parallel components [19]. We will use cancellation
to prove decomposition as well.

This property holds for all processes in BPA1, but not, in general, for those in
BPAp,1. First of all, p and ¢ should be deadlock-free: take process r = a.0 + 1;
then it can easily be shown that 1-7 < (a.0+1)-r, but obviously 1 ¢ a.0+ 1.
Secondly, it is required that r ¢ 0: take p = a.1 + 1, ¢ = a.1, and r = 0, then
p-r < q-r, but p % q. Hence we require that p and ¢ are deadlock-free and
r < 0.

Now, to prove cancellation we first need an auxiliary lemma.

Lemma 3.1. If r — 1’ for processes v and v’ and some action a € A, then
there is no deadlock-free process p such that p-r < r'.

Proof. We prove the lemma by contradiction. Suppose that there is a deadlock-
free process p for which p-r < r/. Then, by Lemma 2.8, |p-r| = ||, and
by Lemma 2.7 (since p is deadlock-free), |p- 7| = |p| + |7|, so |p| + |r| = ||
and |p| = |r'| — |r|. But because we have r — r’, it holds by Lemma 2.9 that
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|| < |r|, so |r'| = |r] < 0 and thus |p| < 0. But there cannot exist a process
with a longest transition sequence smaller than zero, so this is a contradiction.
Hence no such p exists. O]

Note that such a p can exist when it is allowed to have deadlock, e.g. take p = 0
and r = a.0, then v’ =0,s0p-7r < 7r'.

Using the previous lemma we can prove the following cancellation theorem for
processes in BPA; and BPAg ;.

Theorem 3.2. If for some deadlock-free processes p and q there exists a pro-
cess v (which may have deadlock) with r < 0, such that p-r < q-r, then

pP<Eq.

Proof. Consider the following relation R:
R ={(p,q) | p,q deadlock-free AN\Ir:r £ 0Ap-r<=q-r}

Obviously, if R is a bisimulation relation, then the theorem holds. Recall the
definition of a bisimulation (Definition 2.4); we need to prove that each of the
four properties of a bisimulation relation hold for R, to establish that R is a
bisimulation relation. For each property, assume (p,q) € R with p, ¢ deadlock-
free, and take an r such that r 4 0 and p-r < ¢q-r.

1. Suppose p —— p’ for some a € A; we need to show that there exists a ¢’
such that ¢ == ¢’ and (', ¢') € R.

By SOS rule 7 (see Table 2.1) on p % p’ we have p-r % p’ - r, so by
bisimilarity of p-7 and ¢-r there exists an s < p’ - such that ¢-r —— s.
Fix a derivation of ¢-r7 — s; we distinguish cases according to which SOS
rule has been applied last in this derivation. This can either be rule 7 or
rule 8:

(a) By SOS rule 7 there is a ¢’ such that ¢ - ¢/; then s = ¢’ - r, so
p'-r < ¢ -r. By definition of R, since p' -r < ¢ - r, and p,q
deadlock-free (since p,q deadlock-free) and r ¢ 0, this means that
®,¢)eR.

(b) By SOS rule 8 it holds that ¢| and there is an ' such that r —% r’;
then s = 1/, so p’ - r < /. But by applying Lemma 3.1 (which is
possible because p is deadlock-free, so p’ is deadlock-free also) this is
a contradiction, so this case cannot occur.

Only the first case can occur, so there is a ¢’ such that ¢ —— ¢’ with
(p',¢') € R; this satisfies the bisimulation relation requirement.

2. Suppose ¢ — ¢ for some a € A; we need to show that there exists a p’
such that p % p’ and (p',¢") € R.

This is analogous to the case for p —— p’ above.

3. Suppose pl; we need to show that q|.

To show this, we apply case distinction on r. Since r ¢ 0, it is always
possible for r to either perform an action and/or terminate. We distinguish
between these two options:
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(a) Process r can perform an action: 7 —% ¢’ for some a € A. Then by
SOS rule 8, p-r — 7/, and by bisimilarity of p-r and ¢ - r there
exists an s < 7/ with ¢ -7 = s. Fix a derivation of ¢ -r —— s; we
again distinguish cases according to which SOS rule has been applied
last in this derivation, which is either SOS rule 7 or rule 8:

i. By SOS rule 7 there is a ¢’ such that ¢ — ¢’; then s = ¢’ - 7, so
r" < ¢ -r. But by Lemma 3.1 (which we can apply, since ¢ is
deadlock-free, so ¢’ is deadlock-free also) this is a contradiction,
so this case cannot occur.

ii. By SOS rule 8 it holds that ¢| and s = r; so we have ¢|.
Only the second case can occur, and in this case we have q|.

(b) Process r can terminate: r|. Since p| holds, by SOS rule 9 it holds
that p-7|, and by bisimilarity of p-r and ¢-r it also holds that ¢-r].
This can only be satisfied by SOS rule 9, so q|.

In either of the above cases we have ¢|; this satisfies the bisimulation
relation requirement.

4. Suppose q|; we need to show that p].

This is analogous to the case for p| above.

Summing up, the four requirements for a bisimulation relation are met, so R is
indeed a bisimulation relation. This concludes our proof of the theorem. O

Contrast this result with the cancellation lemma for BPA as defined by Burkart
et al. [9], where the proof proceeds by induction on the norm of the process; this
is possible in that setting because of the assumption that a terminating state
has no outgoing transitions, i.e., that impure termination is not possible. Since
the norm of a process can be finite even when the process itself is infinite, this
also makes it possible to specify some infinite processes.

A form of cancellation where r <= 0 — but with other restrictions — is possible;
see Lemma 4.9 in Section 4.2. See also Appendix A for a variant of cancellation
where some form of infinite behaviour is allowed.






Chapter 4

Decomposition

We will now prove a notion of unique sequential decomposition of processes in
three cases. In Section 4.1 we treat the case where no deadlock is involved (i.e.,
in BPA1). The other two cases both concern processes containing deadlock, i.e.
processes in BPAg ;1. In Section 4.2 we handle processes for which all transition
sequences end in deadlock, and in Section 4.3 we handle processes for which
only some — but explicitly not all — transition sequences end in deadlock.

Whereas deadlock-free processes can be uniquely decomposed in such a way
that each of the resulting processes in the decomposition is prime, in the other
two cases (of processes containing deadlock) this is not possible, as we shall see
in the following sections. As a result, we propose for such processes a slightly
adapted notion of decomposition such that a unique decomposition once again
becomes possible. We give a short analysis and try to justify the particular form
of decomposition chosen for these processes in Section 4.4.

4.1 Deadlock-free processes

Using the cancellation theorem (Theorem 3.2), we can prove that every process
in BPA; can be decomposed uniquely into prime processes. We first define these
notions, then we prove that this is the case.

Definition 4.1. A process p is called prime if p £ 1 and for all processes g
and r, we have that p < ¢ - r implies either ¢ & 1 or r < 1.

Definition 4.2. A sequential decomposition of a process p is a sequence of
processes (p1,pa, ..., Pn) such that p < py -pa-...-pp; call p1 -py - ... - p, the
process associated with decomposition (p1,pa,...,pn). We define 1 to be the
process associated with the empty sequence (), because 1 is a unit element for
sequential composition.

Now we can prove the following theorem about unique prime decompositions of
processes in BPA;.
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Theorem 4.3. FEvery process p in BPA1 has a sequential decomposition into
processes (1,02, .« -, Pn) in such a way that every p; is prime, for all 1 < i <mn,
and only one such prime decomposition exists modulo bisimulation.

Proof. We prove both existence and uniqueness of a prime decomposition of p
by induction on |p|.

1. If |p| = 0, then p cannot perform an action, so it must terminate (since we
are in a setting without deadlock); thus p < 1. Since there does not exist
a prime process or composition of prime processes bisimilar to 1, and since
1 is by Definition 4.2 the sequential composition of no processes, we have
a prime decomposition into the empty sequence (). This decomposition is
trivially unique modulo bisimulation.

2. Suppose that |p| > 0. By induction we have a unique prime decomposition
for all p’ with |p’| < |p|. Now if p is prime, then clearly we have the
singleton sequence (p) as decomposition for p. Regarding uniqueness,
since p is prime, every prime decomposition of p is a singleton sequence of
which the only element is bisimilar to p itself. Hence, this decomposition
is unique modulo bisimulation.

We now focus on the case where p is not prime, and prove existence of a
sequential decomposition and uniqueness of that decomposition separately.

If p is not prime, then by the definition of primeness (Definition 4.1), there
exist processes ¢ and 7 such that p < ¢ -7, and ¢ £ 1 and r 4 1, so
lg| > 0 and |r| > 0. Since |p| = |g| + |r| (by Lemmas 2.7 and 2.8), we have
lg] < |p| and |r| < |p|, so by induction we have a prime decomposition of
q into {q1,q2,...,q) and of r into (ry,ra,...7r,). Because p < ¢ -r, we
have (q1,42,---,qn,71,72,.-.,Tm) as prime decomposition of p.

Now for uniqueness, suppose we have two prime decompositions of p,
namely (z1,zo,...,25) and (y1,ys2,...,y;). We name the processes asso-
ciated with these decompositions as * = x1-x9-...-xp and y = y1-y2-. . . Y1,
respectively. We need to prove that the two prime decompositions are ac-
tually the same under bisimulation, i.e. that k = [ and z; < y; for all
1<i<k.

To do this, take a longest transition sequence starting at p, i.e. one of
length |p|. Since p & x < y, by Lemmas 2.8 and 2.7 we have |p| = |z| =
|z1|+ |22+ ..+ |zk| = ly] = lya]|+|y2]+- . .+ |y, so a transition sequence
of length |p| starting at x must start with a transition sequence of length
|z1| starting at x1; and similarly a transition sequence of length |p| starting
at y must start with a transition sequence of length |y;| starting at y;.
Since we have by definition of primeness (Definition 4.1) that |z1| > 0 and
ly1| > 0, this means that such a longest transition sequence starting at x
would necessarily start with a step z —— 2/ = x} - x9 - ... xp, for some
a € Aand z; —% 2; and by bisimilarity also y —— ¢ =} -y2 - ...y,
for y; — y} with 2/ < /.

Now z} and y both have a prime decomposition as well; (x{1, 2}q,...,2)
and (Y11, Y1a,-- -,y for 2} and yi respectively (for which it is possi-
ble that s = 0 or ¢t = 0, in which case we have the empty decomposi-
tion ()). This means we get the following prime decomposition for ’:
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<‘rlllvx/127 s 7x/157x27 s vxk>; and for y,: <y/11a 3/12) s 7yllt7y27 s ayl>' We
know by Lemma 2.9 that |2'| < |z| and |y'| < |y|, so by induction the
decompositions of both 2’ and 3’ are unique. Since z’ < ¥, this means
that they are actually equal, so s + (k — 1) = t + (I — 1), and the ith
element of the decomposition of z’ is bisimilar to the ith element of the
decomposition of 3/, for all 1 <4 < s+ (k —1). Because z and y are not
prime, we have that £ > 2 and [ > 2, so x; < ;.

With 2, < y; established, we can use the cancellation theorem (Theo-
rem 3.2) on z and y to derive that x1 - @9 ... Zx—1 S Y1 Y2 -+ Yi—1-
The size of both of these processes is smaller than |z|, since |zx| > 0 and
|y7] > 0. This means that once again by induction decomposition is unique
for z1-xo-...-xk_1, so we have that k =1 and z; < y; for 1 <i < k. We
had already established that xj < y;, so in conclusion, decomposition for
p is also unique if p is not prime.

For both [p| = 0 and |p| > 0 we have found a prime decomposition for p and
established its uniqueness. O

4.2 Always-deadlocking processes

We now consider processes which always end in deadlock, and thus can never
terminate successfully. We call these processes always-deadlocking, and define
them formally as follows.

Definition 4.4. A process p is always-deadlocking if there does not exist a
process p’ such that p —* p’ with p’|.

For these processes we do not have a similar unique prime decomposition result
as for processes without deadlock. This is easy to see: the process 0 can be
decomposed as (0), (0,0), (0,0, 0), etcetera, but none of these decompositions
are prime, since they can always be decomposed further. The same actually
holds for all processes that always end in deadlock. Take a process like a.0+b.0;
this can be decomposed as {(a.1 4 b.1,0), or as (a.1 4+ b.1,0,0), and so on.

Thus processes always ending in deadlock actually do not have a prime decom-
position at all. However, we shall prove that all always-deadlocking processes
have a decomposition in the form (pi1,pe,...,pn,0), where p; is deadlock-free
and prime, for all 1 <i < n.

Unfortunately, this kind of decomposition is not always unique, as demonstrated
by the following lemma.

Lemma 4.5. For all processes p, it holds that (p+1)-0 < p- 0.

Proof. By applying the axioms from Lemma 2.5, we calculate for every p that
p+1)-0=(p-0)+(1-0)0=(p-0)+0<p-0. O

This means that for deadlock-free processes p where p + 1 ¢~ p, the process
p - 0 has at least two distinct decompositions of the form proposed above, so
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decomposition is not unique. However, we can solve this by requiring that
in the decomposition (p1,pa,...,Dn,0), the process p, does not have impure
termination, as stated in Definition 2.3. If this is the case, then decomposition
turns out to be unique, which we shall prove. However, we first need some
auxiliary lemmas.

First of all, we prove that each process can be written without the sequential
composition operator. The process algebra consisting only of the successful
termination and deadlock constants, and the action prefix and alternative com-
position operators, is known as BSPg 1, with BSP standing for Basic Sequential
Processes (perhaps confusingly, since it contains no sequential composition op-
erator). So removing the sequential composition operator from a process yields
a process in BSPg 1.

Lemma 4.6. For every process p in BPAg 1 there is a process q in BSPg 1 such
that p < q.

Proof. We prove the lemma by structural induction on p. We distinguish for p:

1. Suppose p < 0. Then p is already in BSPg 1, so take ¢ = p.
2. Suppose p & 1. Then p is also already in BSPg 1, so take ¢ = p.

3. Suppose p < a.p’ for some action a € A and some process p’. Then by
induction, there is a ¢’ < p’ that is in BSPg 1, so then a.¢’ & a.p’ and
a.q' is in BSPg 1, since action prefix is allowed; so we can take ¢ = a.¢’.

4. Suppose p < p; + p2 for some processes p; and ps. Then by induction,
there are ¢; < p; and g2 < po such that ¢; and g2 are in BSPg 1. Then
q1+ g2 = p1 +p2, and ¢1 + g2 is in BSPg 1, since alternative composition
is allowed; so we take ¢ = q1 + 2.

5. Suppose p < p; - p2 for some processes p; and pe. Then by induction,
there are ¢; < p; and g2 < po such that ¢; and g2 are in BSPg ;. Then
q1-G2 £ p1-p2, but q1 - g2 is not in BSPy 1, so we distinguish further on ¢;:

(a) Suppose ¢; < 0. Then ¢; - g2 = 0-¢2 < 0; and 0 is in BSPg 1, so
we take ¢ = 0.

(b) Suppose ¢1 < 1. Then ¢1 - g2 = 1- g2 & ¢o; and g9 is in BSPg 1, so
we take ¢ = ¢o.

(¢) Suppose ¢1 < a.qj for some action a € A and some process ¢;. Then
q1-q2 < (a.q]) - g2 < a.(¢] - ¢2), and by induction there is a process
r < ¢} - g2, where 7 is in BSPg 1. Then a.r is in BSPg 1 as well, and
a.r < qp - g2, so we take ¢ = a.r.

(d) Suppose g1 < ¢11+¢i2 for some processes g11 and q12. Then ;¢ <
(11 + q12) - @2 < (q11 - ¢2) + (q12 - ¢2). Now by induction there are
processes 11 < q11 - ¢2 and 2 < 12 - g2 such that 1 and ry are in
BSPg,1. Then r; + rp is in BSPg 1 as well, and r; + r2 < q; - ¢2, SO
we take ¢ = rq + ro.

In each case there is a g in BSPg 1 such that ¢ & p; - pa.
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All cases have been covered, so the lemma holds. O]

The following auxiliary lemma is used by the two lemmas immediately following
this one.

Lemma 4.7. If p is a process that does not have impure termination, and p|,
then p < 1.

Proof. Since p|, p can terminate. Hence, since p does not have impure termi-
nation, p is not allowed to perform an action. The only processes that cannot
perform an action are bisimilar either to 0 or 1; and since 0 cannot terminate,
it must be that p < 1. O

The next lemma states that it is possible to write every always-deadlocking
process in such a way that the deadlock part is “split off” on the right side, i.e.,
in the form that is required by the decomposition we want to prove.

Lemma 4.8. For every process p in BPAg 1 where all transition sequences start-
ing at p end in deadlock, there exists a deadlock-free process r such thatp < -0
and r has no impure termination.

Proof. We prove this by structural induction on p. First of all we can assume
(by Lemma 4.6) without loss of generality that p does not contain the sequential
composition operator. Then we distinguish the following cases for p:

1. Suppose p <= 0. Then we need an r such that 0 < r - 0, so we can take
r =1 (which is deadlock-free and has no impure termination).

2. Suppose p < 1. This breaks the assumption that all transition sequences
starting at p end in deadlock, so this case does not occur.

3. Suppose p & a.p’ for some action a € A and some process p’, where all
transition sequences starting at a.p’ end in deadlock. Then all transition
sequences starting at p’ end in deadlock as well, so by induction there is a
deadlock-free process 7’ without impure termination such that p’ < 7’ 0.
Now a.p’ < a.(r’ - 0) < (a.r’) - 0; and a.r’ is deadlock-free (because ' is
deadlock-free), and it has no impure termination (since a.r’ cannot termi-
nate, but can only make a step to 7/, which has no impure termination),
so we can take r = a.r’.

4. Suppose p < p1 + p2 for some processes p; and ps, where all transition
sequences starting at p; +p2 end in deadlock. Then all transition sequences
starting at p; and all transition sequences starting at ps end in deadlock
as well, so by induction there are deadlock-free processes r; and ry, both
without impure termination, such that p; < r1 -0 and ps < r3 - 0. Now
p1+p2 < (r1:0)+(r2-0) < (r1+72)-0; and r; 72 is deadlock-free (since
both r1 and r9 are deadlock-free). Since r; and 79 individually are without
impure termination, the only way for r1 4+ 2 to have impure termination
is if 1| and ry —— rh for some a € A, or vice versa.

Now one of the following three cases holds:
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(a) Suppose that r1] and 7o = r%. Since 1 has no impure termination,
by Lemma 4.7 it can only terminate if r; < 1. Then we have p <
(1 +r2) -0, and by Lemma 4.5, p < r2 - 0. So we can take r = rq,
which is deadlock-free and without impure termination.

(b) Suppose that r; —%+ | and ro|. Then this case is symmetrical to
the one above, so we take r = ry.

. a a
(c) Suppose neither r1| and ro — 74, nor 1 — 7] and r2]. Then
r1 + ro has no impure termination, and since p < (r1 +1r3) - 0, we
can take r = ry + ra.

In all three cases we have a suitable .
All cases have been covered, so the lemma holds. O

The following lemma is a variant of the cancellation theorem (Theorem 3.2),
for the case where r < 0. Since this case does not fall under the assumptions
present in the general cancellation theorem (i.e., that p,q deadlock-free and
r ¢ 0), it is proved separately here. Note that it is required that both processes
are without impure termination, since otherwise the lemma does not hold: e.g.
(a.14+1)-0 < a.1-0, but clearly a.1 +1 ¢ a.1 (see also Lemma 4.5). So this
lemma might seem trivial at first, but it is not.

Lemma 4.9. If for some deadlock-free processes p and q, both without impure
termination, it holds that p-0 < ¢ -0, then p < q.

Proof. This proof largely follows the structure of the proof of Theorem 3.2.
Consider the following relation R:

R ={(p,q) | p, q deadlock-free, without impure termination Ap-0 < ¢-0} .

If R is a bisimulation relation, then the theorem holds, so we need to prove
that each of the four properties of a bisimulation relation hold for R. For
each property, assume (p,q) € R with p,q deadlock-free and without impure
termination.

1. Suppose p — p’ for some a € A; we need to show that there exists a ¢’
such that ¢ = ¢’ and (p/,¢') € R.

By SOS rule 7 (see Table 2.1) on p — p’ we have p-0 - p’ - 0, so by
bisimilarity of p-0 and g -0 there exists an s « p’ -0 such that ¢-0 - s.
Fix a derivation of ¢ -0 —% s; we distinguish cases according to which
SOS rule has been applied last in this derivation. This can either be rule 7
or rule 8:

(a) By SOS rule 7 there is a ¢’ such that ¢ —— ¢’; then s = ¢’ - 0, so
p' -0 < ¢ - 0. By definition of R, since p’ -0 < ¢’ -0, and p/,q’
deadlock-free and without impure termination (since p,q deadlock-
free and without impure termination), this means that (p’,q’) € R.

(b) By SOS rule 8 it holds that ¢| and there is a process r such that

a . . .
0 — r; but obviously 0 cannot perform an action, so this case
cannot occur.
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Only the first case can occur, so there is a ¢’ such that ¢ —— ¢ with
(', ¢') € R; this satisfies the bisimulation relation requirement.

2. Suppose ¢ — ¢ for some a € A; we need to show that there exists a p’
such that p —% p’ and (p/,¢') € R.

This is analogous to the case for p — p’ above.

3. Suppose pl; we need to show that q|.

If p|, then because p has no impure termination, by Lemma 4.7 we have
p < 1,50 p-0 < 0; thus we also have ¢ - 0 <= 0. This is only possible
if ¢ cannot perform any action, and since ¢ is deadlock-free, it must be
that ¢ &< 1. So we also have ¢|; this satisfies the bisimulation relation
requirement.

4. Suppose ¢]; we need to show that p|.

This is analogous to the case for p| above.

Summing up, the four requirements for a bisimulation relation are met, so R is
indeed a bisimulation relation. Thus the lemma holds. O

Now we can prove the following theorem about unique prime decompositions of
always-deadlocking processes.

Theorem 4.10. Every process p in BPAg 1, where all transition sequences start-
ing at p end in deadlock, has a sequential decomposition (p1,pa,...,Pn,0) in
such a way that every p; is deadlock-free and prime, for all 1 < i < n, and
Pn does not have impure termination; and only one such decomposition exists
modulo bisimulation.

Proof. The existence of a decomposition in this form is readily established: by
Lemma 4.8 there exists a deadlock-free r without impure termination such that
p < r-0. Since r is deadlock-free, it can be decomposed by Theorem 4.3
into the unique prime decomposition (ry,rs,...,7,). Now suppose that r, has
impure termination. Since r can reach r,,, then r would have impure termination
as well. But r does not have impure termination, so neither does r,.! Now
(ri,72,...,m,0) is a decomposition of p satisfying the above requirements.

As for uniqueness, suppose we have two decompositions of p that satisfy the
properties as stated in the Theorem: (z1,zs,...,2k,0) and (y1,¥y2,...,u,0).
We name the processes associated with these decompositions, without the dead-
lock part, as * = x1 - x3-... - x and y = y1 - Yo - ... - y;, respectively. Since
p<2xz-0 < y-0and x and y do not have impure termination, we know
by Lemma 4.9 that x < y. Since they are both deadlock-free, we have by
Theorem 4.3 that the prime decompositions of z and y are equal, since prime
decomposition is unique for processes without deadlock; so k =1 and z; < y;
for all 1 < i < k. Hence the two decompositions of p are also equal; so the
required decomposition of p is unique. O

INote that r1,...,7,_1 can still have impure termination, since that does not result in
impure termination for r.
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4.3 Sometimes-deadlocking processes

We now turn our attention to processes which have deadlock, but also have
successful termination; i.e. processes which sometimes — but not always — end
in deadlock. We call these processes sometimes-deadlocking, and define them
formally as follows.

Definition 4.11. A process p is sometimes-deadlocking if, for some processes
p’ and p”, we have p —* p’ with p’| and also p —* p”’ with p” < 0.

An example of such a process is a.0 + a.1, which either performs an a-action
and then deadlocks, or performs an a-action and then successfully terminates.

When decomposing a sometimes-deadlocking process, at least one of the result-
ing processes will contain deadlock. However, to obtain a unique decomposition
result we will require that the resulting decomposition contains only one dead-
locking process, where this process is the rightmost one in the decomposition.
That is, in order to obtain this decomposition, we take a sometimes-deadlocking
process and repeatedly “split off” a deadlock-free prime process on the left-hand
side, until this is not possible anymore. For an argument as to why we only split
off deadlock-free processes, see Section 4.4.

Similar to the case of always-deadlocking processes, it is not possible to establish
a unique prime decomposition result where all elements of the decomposition
are prime: see e.g. the process a.0+ 1, which is sometimes-deadlocking (since it
is possible to terminate immediately, or perform an a-action and then deadlock),
but it does not have a prime decomposition, by the following lemma.

Lemma 4.12. The sometimes-deadlocking process a.0+1 does not have a prime
decomposition.

Proof. We prove the lemma by contradiction. Suppose there are processes
P1,P2, - - -, Pn Such that p; is prime for all 1 <7 <nand a.0+1 < p1-pa-... Py
It cannot be the case that n = 0, since that would yield the empty decompo-
sition, which is bisimilar to 1, and clearly not bisimilar to ¢.0 +1. Son > 1,
thus at least p; exists. Now take a process q such that ¢ < ps - ... - p,, then
p < p1-q. Note that since a.0+ 1 can terminate, it must be the case that both
p1 and ¢ have a termination option, so p1] and ¢] must hold.

Now since p can perform an a-action to 0, p; - ¢ must also be able to do so. It
cannot be the case that p; < 0 or p; & 1, since 0 and 1 are not prime, so it
must be the case that the a-action (which is the only action) comes from p;; so
we have p; —= p/ for some process pj.

Then we have p; - ¢ — P} - ¢, where p - ¢ should deadlock. This is the case if
none of the SOS rules are applicable on p] - ¢, i.e. when pj < 1 and ¢ < 0, or
when p] < 0. The first case is not possible, since we should have that ¢], and
0] does not hold. This leaves us with the second case, where p} < 0.

We now have that p; | and p; —— 0; this is the only behaviour that p; can have,
since any additional behaviour would also be apparent in p. Hence it holds that
p1 & a.0 + 1. However, this process is not prime, since it can easily be shown
that a.0+1 < (a.0+1) - (a.0+ 1).
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There is no way to derive a process py -p2 - .. .- pp bisimilar to a.0 4+ 1 such that
p1 is prime, hence no prime decomposition for .0 + 1 exists. O

Since a.0 4+ 1 is a sometimes-deadlocking process, we can conclude that not
all sometimes-deadlocking processes have a prime decomposition, just like in
the case of always-deadlocking processes. Hence we propose an alternative de-
composition that does hold for all sometimes-deadlocking processes. Like in the
always-deadlocking case, this decomposition is one where all but the last compo-
nent is prime; in this case, we require that the last component is deadlock-prime.

Definition 4.13. A process p is called deadlock-prime if p £ 1, and whenever
we have that p < ¢ - r for some processes g and r, then either ¢ <= 1 or r < 1,
or ¢ has deadlock.

With this notion of deadlock-primeness, we shall prove that all sometimes-
deadlocking processes in BPAg ;1 can be decomposed as (p1,p2,...,pn), where
p; is deadlock-free and prime, for all 1 < ¢ < n, and p,, is deadlock-prime; and
that this decomposition is unique.

Theorem 4.14. Every sometimes-deadlocking process p in BPAp1 has a se-
quential decomposition into processes (p1,pa,...,pn) in such a way that every
p; 1s deadlock-free and prime, for all 1 < i < n, and p, is deadlock-prime; and
only one such decomposition exists modulo bisimulation.

Proof. We prove by induction on |p| that if p is sometimes-deadlocking, then
the decomposition exists and it is unique. The proof structure largely follows
that of the proof of Theorem 4.3.

1. If |p| = 0, then either p <= 0 or p < 1, both of which are not sometimes-
deadlocking, so we do not need to prove that a decomposition exists.

2. Suppose |p| > 0. Then we know by induction for all p’ with |p’| < |p|, that
if p’ is sometimes-deadlocking, then it has a unique decomposition in the
required format. Suppose that p is sometimes-deadlocking, then we need
to prove that such a decomposition for p exists, and that it is unique. We
now distinguish on p.

(a) If there are no processes g and r with ¢ ¢ 1 and r ¢ 1 such that p <
q-r and ¢ is deadlock-free, then p is deadlock-prime by Definition 4.13,
and thus (p) is a decomposition of p in the required format. Since
there is only one such decomposition, it is unique.

(b) If there are processes ¢ and r with ¢ ¢ 1 and r ¢ 1, such that
p < q-r and q is deadlock-free, then ¢ can be decomposed by Theo-
rem 4.3 into (q1, 4o, ..., qn), where g; is deadlock-free and prime for
all 1 < i < n. Because ¢ is deadlock-free, we have by Lemmas 2.8
and 2.7 that |p| = |¢-7| = |q|+|r|. We know that g ¢ 1 and, since g is
deadlock-free, also ¢ <& 0, so it must be the case that ¢ can perform an
action; hence |g| > 0 and thus |r| < |p|. This means we can apply the
induction hypothesis on r. Since p is sometimes-deadlocking and ¢ is
deadlock-free, it must be the case that r is sometimes-deadlocking,
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otherwise ¢ - » would not be sometimes-deadlocking. Thus r has a

unique decomposition into (rq,7a,...,ry,), where r; is deadlock-free
and prime for all 1 < i < m, and r,, is deadlock-prime. Combining
these results, we have (q1,q2,...,¢n,T1,72,-..,"m) as a decomposi-

tion for p in the required format.

Now for uniqueness, suppose we have two decompositions of p, namely
(x1,x9,...,2%) and (y1,¥y2,...,y), with x; prime for all 1 <i < k
and y; prime for all 1 < ¢ < [, and z} and y; deadlock-prime. We
name the processes associated with these decompositions as x =
T1-To-...-xp and y = y1 - Y2 - ... -y, respectively. We need to
prove that the two prime decompositions are actually the same un-
der bisimulation, i.e. that kK =1 and x; < y; for all 1 <17 < k.

To do this, take the longest transition sequence starting at p, i.e. one
of length [p|. Since p & x < y, by Lemmas 2.8 and 2.7 (which are
applicable here, since only the rightmost component of the decompo-
sition contains deadlock) we have |p| = |z| = |x1|+|za| + ...+ |2k| =
lyl = |yi|l + |y2| + ... + |yi], so a transition sequence of length |p|
starting at x must start with a transition sequence of length |zi|
starting at x1; and similarly a transition sequence of length |p| start-
ing at y must start with a transition sequence of length |y;| start-
ing at y;. Since we have by definition of primeness (Definition 4.1)
that |z1] > 0 and |y1| > 0, this means that such a longest tran-
sition sequence starting at x would necessarily start with a step

r - g = xh a9 - ...-xp, for some a € A and r; —— z/; and
by bisimilarity also y —— o' = ¥} - y2 - ... -y, for y1 —— y}| with
ey

Since we are in the case where p < ¢ - r, every decomposition must
have at least two components, thus k£ > 2 and [ > 2; so we know by
definition of the decomposition that z; and y; are deadlock-free and
prime. Because z; and y; do not contain deadlock, neither do
and y}; hence x] has a prime decomposition into (x},z],,...,2],)
and yj into (Y11, 19, ---,yl) (for which it is possible that s = 0 or
t = 0, in which case we have the empty decomposition ()). This
means we get as decomposition for z’: (xiy,2)a, ..., 20, T2, ..., k),
and as decomposition for y': (Y11, ¥ias---sYis Y2,-- -, y1). We know
by Lemma 2.9 that |2/| < |z| and |y’| < |y|, so by induction the
decompositions of both 2’ and y’ are unique. Since z’ < %/, this
means that they are actually equal, so s+ (k—1) =t + (I — 1),
and the 7th element of the decomposition of z’ is bisimilar to the ¢th
element of the decomposition of ¢/, for all 1 < i < s+ (k—1), and in
particular also xy < y;.

With z, < y; established, we can use the cancellation theorem (The-
orem 3.2) on x and y to derive that x1-x2-...-Tp—1 = Yy1-Y2-- .- Yi—1-
The size of both of these processes is smaller than |z|, since |xg| > 0
and |y;| > 0. This means that once again by induction the required
decomposition of x1 - x5 - ... xi_1 is unique, so we have that k =
and xz; < y; for 1 <14 < k. We had already established that x; < y,
so in conclusion, the decomposition of p into the format required by
the theorem is unique.
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In both cases we have established that if p is sometimes-deadlocking, then
it has a unique decomposition following the definition in the theorem.

Both cases |p| = 0 and |p| > 0 have been covered, so the theorem holds. O

While some processes (such as a.0+ 1) can be infinitely decomposed into copies
of themselves, this is not the case for all sometimes-deadlocking processes: there
exist processes which are prime (so cannot be further decomposed) and yet have
deadlock as well. We show this by giving an example of such a process.

Lemma 4.15. The process p = a.(b.0 + 1) 4+ ¢.1 has deadlock and is prime.

Proof. Obviously this process has deadlock; we prove by contradiction that it is
prime. Suppose that p is not prime, then we have p < ¢ - r for some processes
q and r, with ¢ £ 1 and r ¢ 1. We also have ¢ ¢ 0 and r ¢ 0, since then all
transition sequences starting at p would end in deadlock, which is not the case.
So both ¢ and r should be able to perform at least one action. In p the actions
that can be taken are a and ¢, so ¢ should be able to perform at least one of
those actions. We now distinguish on the actions that ¢ can perform.

1. Suppose ¢ can perform both actions a and ¢. Since p can terminate both
after a and ¢, ¢ must provide a termination option after both a and c.
Now r must be able to perform b, since r must be able to perform at least
one action; but by the termination in ¢, this b will be reachable both after
a and after ¢, which is not the case in p.

2. Suppose ¢ can perform action a, but not ¢. Then ¢ must be performed
by 7. Since p must be able to terminate after a, ¢ must also be able to
terminate after a; so it is possible to take action a from ¢ and then action
¢ from r. But this is not possible in p.

3. Suppose ¢ can perform action ¢, but not a. Then a must be performed
by r. By the same reasoning as above, it is possible to perform action ¢
from ¢ and then action a from r, but this is not possible in p.

Neither of the cases is possible, so no such ¢ exists. Hence it must be the case
that p is prime. O

The existence of processes which have deadlock and are prime is important,
because it shows us that it might be possible to establish a decomposition for
sometimes-deadlocking processes where deadlock is allowed to occur in compo-
nents other than the last one. However, for now we leave the decompositions as
is, and give some motivation why we do so in the next section.

4.4 Analysis of decompositions with deadlock

While the decompositions of always- and sometimes-deadlocking processes are
certainly useful due to their uniqueness property, we might question whether
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only allowing deadlock in the last component of the decomposition is not too
strict.

For example, the process a.0+a.(b.14c¢.1) has — according to the decomposition
definition for sometimes-deadlocking processes — a decomposition into just the
single component (a.0+a.(b.1+¢.1)), but one could argue that a decomposition
into multiple components, like (a.0 + 1,a.1,b.1 4+ ¢.1), would be more natural.
Even though this might be the case, there are several arguments against allowing
deadlock in more than just the last component, because they all result in several
decompositions, which invalidates the uniqueness property. The following cases
illustrate this:

1. Every component consisting of deadlock can be infinitely decomposed:
0 can be decomposed into (0), (0,0), (0,0,0), ...

2. Some processes can be infinitely decomposed into copies of themselves:
a.0 + 1 can be decomposed into (.0 + 1), (.0 +1,a.0+1), ...

3. A transition sequence ending in deadlock in an earlier component can
often be repeated in the next component: a.0 + b.c.1 can be decomposed
into (a.0 +1,b.1,¢.1) but also into (a.0 + 1,a.0 + b.1,¢.1).

4. A transition sequence ending in deadlock in a later component can some-
times also be repeated in an earlier component: a.0+a.14+a.(a.04a.1) can
be decomposed into (a.14+1, a.0+a.1), but also into (a.0+a.1+1, a.0+a.1)
(or into (a.1+1,a.0+ 1,a.1)).

5. Some processes can even be decomposed in commutative ways: the process
a.0 + 0.0 + 1 can be decomposed into (a.0 + 1,b.0 + 1), but also into
(b.04+1,a.0+1).

All these cases are barred by only allowing deadlock to appear in the last com-
ponent, hence we have chosen for decompositions following this rule. However,
this is not an exhaustive proof that there might not be some way to unique
decomposition with deadlock also occurring in other components.



Chapter 5

Generalisation of
decomposition to monoids

We can generalise our unique prime decomposition result for processes in BPA;
to monoids: abstract sets which have a distinguished identity element and an
associative binary operator. We do this by giving a number of properties that
should hold for a monoid, in order for each of its elements to have a unique
prime decomposition.

Providing such a generalisation to monoids is useful in several ways. For one,
by finding a minimal set of properties for which unique prime decomposition
holds, we can clearly see which properties of BPA; are actually required for the
decomposition result, and which are not. This shows us, for example, that in
BPA; only the sequential composition operator itself is needed for decomposi-
tion, and none of the other operators play a role (as long as their semantics do
not interfere with the required properties). This brings us to the next advan-
tage, namely that we can now change the algebra in any way which preserves
the properties, and also retain the decomposition result. Hence, we could add
or remove operators from the algebra, change the information present in the
transition steps, or even come up with some structure that is not a process
algebra at all; as long as the properties given here are satisfied, unique prime
decomposition is automatically proven.

The results in this chapter are inspired by Luttik and Van Oostrom’s paper on
Decomposition Orders [17], which gives a decomposition result for commutative
monoids. Our work here differs in that we focus on monoids which are non-
commutative (or do not have to be commutative) instead.

A monoid can formally be defined as follows [14]:

Definition 5.1. Consider a set M with a distinguished element e € M and
a total binary operator _-_: M x M — M such that for all p,q,7 € M the
following properties hold:

1. p(g-r)=(p-q)-r (associativity) ,

2. pre=e-p=p (identity) .
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Then (M, -, e) is a monoid.

Note. We normally apply associativity implicitly, so we write e.g. p- ¢ - r instead
of either p-(q-r) or (p-q) - r.

In Section 5.1 we formulate a number of properties sufficient to make a unique
decomposition monoid; a monoid for which a unique prime decomposition prop-
erty is provable. We then prove that this is the case in Section 5.2. In Sec-
tion 5.3 we provide an argument for why cancellation has to be stated as one of
the unique decomposition monoid properties, and cannot be derived from the
other properties, thereby proving that such a property is necessary. Finally,
in Section 5.4 we prove that BPA; processes modulo bisimilarity constitute a
unique decomposition monoid.

5.1 Unique decomposition monoids

We are now going to constrain the definition of a general monoid M as defined
above in such a way that we get a unique decomposition monoid, for which it
is possible to define a notion of unique prime decomposition in a similar way
as it has been defined for processes in BPA; in Theorem 4.3; i.e., that each
of the elements of the monoid has a unique prime decomposition. We shall
then proceed to prove that the set of all processes in BPA; form a unique
decomposition monoid, thereby proving once more the existence of a unique
prime decomposition for processes in BPA;. However, the result obtained here
is stronger, as any other system satisfying the criteria for a unique decomposition
monoid automatically gets a unique prime decomposition result as well.

To be able to define unique prime decomposition on monoids, we also need a
size function |_| : M — N, which gives each element a natural size, and a binary
relation — C M x M which relates each element except for e to one or more
strictly smaller elements. For example, one might take the natural numbers
with addition and 0 as identity element, the element itself as its size, and with
each element except for 0 relating to the one-smaller element; or take a set of
strings with the empty string as identity element, the length of a string as its
size, and with each non-empty string relating to a string which is equal except
with its first element removed.

The properties required for a monoid to have a unique prime decomposition are
then as follows.

Definition 5.2. Consider a monoid (M, -, e), with an additional size function
|| : M — N, and a binary relation — C M x M, for which the following
properties hold, in addition to the two monoid properties stated in Definition 5.1,
for all p,q,r € M:

3. |p|=0iff p=e,

4. |p-ql = [p[+lal ,

5. if p # e, then there is a p’ € M such that p — p’ with [p’| = |p| -1,
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6. if p — ¢, then |q| < |p|,

7. if p-q — 7, then either ¢ — r,
or there is a p’ € M such that p — p’ and r =p’ - ¢q,

8. if p-r=¢q-r, then p=¢q (cancellation) .
Then (M, -,|-|,—,e) is a unique decomposition monoid.

The following observations can be made about these properties. First of all,
note that by Properties 3 and 6 there can never exist a ¢ € M for which e — gq,
since that would make the size of ¢ be smaller than zero. Also note that it is
possible by Property 6 for an element p € M to have a transition p — p’ (for
some p’ € M) such that |p| — [p’| > 1, i.e., that the size of an element decreases
by more than one — as long as there is (by Property 5) at least one transition
which decreases the size of p by exactly one. This is used to make possible
impure termination in BPA1, as we shall see in Section 5.4.

5.2 Decomposition proof for monoids

We can now prove that a unique prime decomposition exists for each element of a
unique decomposition monoid; but first we define primeness and decomposition
on elements of a monoid by analogy of primeness and sequential decompositions
of processes (Definitions 4.1 and 4.2 respectively).

Definition 5.3. An element p € M of a monoid (M, -, e), with p # e, is called
prime if, for all elements ¢, € M, we have that p = ¢-r implies either ¢ = e
orr=e.

Definition 5.4. A decomposition of an element p € M of a monoid (M, -, e)
consists of a sequence of elements (py,pa,...,pn) such that p =py -pa-... pp;
call p1 - pa - ... p, the element associated with decomposition (p1,pa,...,pn).
We define e to be the element associated with the empty sequence (), because
e is a unit element under composition (by Property 2).

In order to prove that a unique prime decomposition exists, we first need one
additional lemma.

Lemma 5.5. Consider a unique decomposition monoid (M, -,|-|,—,e), and el-
ements p,q,r € M; and suppose p-q — r with |r| = |p-q| — 1, and p # e and
q # e. Then there exists an element p' € M such that p — p’ withr =p’-q.

Proof. Since p-q — r, we have by Property 7 that either ¢ — r or there is a
p’ € M such that p — p’ and r =p' - q.

Now suppose ¢ — r; then by Property 6 we have |r| < |g|]. Now we have
Irl = |p-ql =1 = |p| + |g| — 1 by Property 4, so |p| +|q| =1 < |g|, so [p| =1 <0,
hence |p| < 1, i.e., |p| = 0. But since p # e, by Property 3 we have |p| # 0. This
is a contradiction, so we do not have ¢ — r. Hence, by Property 7 it must be
that there is a p’ € M such that p — p’ with r =p’ - q. O
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We now prove that every unique decomposition monoid has a unique prime
decomposition result. This proof follows roughly the same structure as that of
Theorem 4.3, the unique prime decomposition theorem for deadlock-free pro-
cesses.

Theorem 5.6. Consider a unique decomposition monoid (M, -,|-|,—,e). Every
element p € M has a decomposition into a sequence of elements (p1,D2,- - ,Pn),
with n € N and p; € M for all 1 < ¢ < n, such that each p; is prime, and
P=p1-pP2-...-pn. For every p, only one such prime decomposition exists.

Proof. We prove both existence and uniqueness of a prime decomposition of p
by induction on |p|.

1. If |p| = 0, then by Property 3 we have p = e, so we have () as the
(empty) prime decomposition of p by Definition 5.4. As for uniqueness,
suppose we have another decomposition of p into (pi,pa,...,pn), with
p; prime for all 1 < ¢ < n. Since |p| = 0 we have by substitution that
|p1-p2 ... pn| = 0aswell, so by Property 4 we have |p1|+|p2|+. . .+|pn| =
0; then it must be that |p;| = 0 for all 1 < ¢ < m. This means that
again by Property 3 we have p; = e for all 1 < ¢ < n, and e is not
prime by Definition 5.3, so this would mean that this decomposition is
not prime. Hence, no decomposition other than the empty one exists, i.e.,
that decomposition is unique.

2. Suppose that |p| > 0. By induction we have a unique prime decomposition
for all p’ with |p/| < |p|.
If p is prime, then by Definition 5.4 we have (p) as prime decomposition
of p. As for uniqueness, suppose we have another decomposition of p into
(p1,P2y- -+ Dn), With p; prime for all 1 < i < n. We now perform case
distinction on n.

(a) If n = 0 then we have the empty decomposition (), which would
mean by Property 3 that p = e. But p is prime and e is not prime
by Definition 5.3, so this cannot be the case.

(b) If n =1 then we have (p;) as prime decomposition with p; = p; this
decomposition of p into (p) was already established above.

(¢) If n > 1 then there exist ¢, € M such that p = ¢-r, e.g. take ¢ = py
and r = ps ... Py, so then p would not be prime, so this cannot be
the case.

Hence, the only decomposition of p is (p) itself, so that decomposition is
unique.

If p is not prime, then by definition of primeness (Definition 5.3) there exist
q,7 € M such that p = ¢ -r, with ¢ # e and r # e, so by Property 3 we have
lg > 0and |r| > 0. Since |p| = |q-r| = |g|+]|r| by Property 4, we have |q| <
Ip| and |r| < |pl|, so by induction we have a prime decomposition of ¢ into
(q1,92, - - -, qn), with g; prime for all 1 < ¢ < n, and a prime decomposition
of r into (ry,re,...,7m), with r; prime for all 1 < i < m. Because p =
q-r we have by substitution that {(q1,q2,...,Gn,71,72,...,7m) is a prime
decomposition of p.
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Now for uniqueness, suppose we have two prime decompositions of p,
namely (21, z2,...,2%) and {(y1,y2, ..., Y1), with 2; prime for all 1 <4 < k
and y; prime forall 1 <i<l;sop=x1-Ta-...-Tp, = Y1 -Yo2+... Yy by
Definition 5.4. We need to prove that these two decompositions are the
same, i.e. that k = [ and z; = y; for all 1 < 4 < k. Since |p| > 0 we
have by Property 3 that p # e, and thus by Property 5 that there exists
a p’ € M such that p — p’ with [p/| = |p| — 1.

Now we know that p = z1-xa-... -z — p', and 1 # e (because z; is
prime) and x5 - ... -z # e (because first of all k& > 1, since k = 0 would
yield an empty decomposition and k = 1 would mean that p is prime, both
of which are not the case; and all of xs, ...,z are prime and thus not equal
to e, so by repeated application of Property 4 and by Property 3 we have
Zg-...-xp # e), hence we can apply Lemma 5.5 on 27 and z3-... xj to
get that p’ = 2} - a9 -... g, with 1 — ) for some 2} € M. Now 2} does
not have to be prime, so we can decompose it into (2}, z}s, ..., x}), with
x1; prime for all 1 < ¢ < s; then we have (291, 2)s,..., 20, T2,...,2) as
decomposition of p’, and since |p’| < |p| by Property 6, this decomposition
is unique by induction.

Now we also have that p =y -y2-... -y, — p’, so by the same reasoning
as applied above, we also have p’ = y{ -y2-... -y, with y; — y} for some
yy € M, and we have (y}1,Yla,---, Y14 Y2, - -, Y1) as decomposition for p’,

with yy; prime for all 1 <4 < ¢, which is once again unique by induction.

We now have two decompositions of p’, but since decomposition for p’ is
unique, it must be that s + k = ¢t 4+ [, and that the ith element of the
decomposition of z’ is equal to the ith element of the decomposition of
y', for 1 < i < s+ k; so in particular we have that z;, = y;. With this
fact established, we can use Property 8 to derive that x1-xo-... - zp_1 =
Y1-Y2+...-y—1. The size of both of these elements is smaller than |p|,
since |zg| > 0 and |y;| > 0 (because both are prime). This means that
once again by induction, decomposition is unique for z1-xo-... - Tx_1, SO
we have that k =1 and z; = y; for 1 <i < k. We had already established
that z = y;, so in conclusion, decomposition for p is also unique if p is
not prime.

For both |p| = 0 and |p| > 0 we have found a prime decomposition for p and
established its uniqueness. O

Note that to merely prove that a prime decomposition exists, instead of also
proving its uniqueness, we only need the monoid properties of associativity and
identity (Properties 1 and 2) from Definition 5.1, and Properties 3 and 4 from
Definition 5.2.

5.3 Cancellation for monoids

We have now proved that a monoid has a unique prime decomposition result
if a number of properties hold for that monoid. However, we have not proved
that all these properties are actually necessary to have.
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In the BPA;/BPAg 1 case, it was possible to prove cancellation directly from
the SOS rules and bisimulation relation imposed on the algebra. We would
have liked to do the same in the case of monoids, i.e. to derive Property 8 in
Definition 5.2 from Properties 1-7 in Definitions 5.1 and 5.2. However, it is not
possible to do so, since cancellation is not guaranteed to hold using only these
properties. We prove this by providing an example for which every property
except for cancellation holds.

Theorem 5.7. Property 8 is not derivable from Properties 1-7, i.e. there exist
monoids for which Properties 1-7 hold, but Property 8 does not hold.

Proof. Consider a monoid (M, -, €) which is defined as follows:

e The set M consists of strings of arbitrary finite length from the alphabet
{a, b}; we can recursively define M using the grammar S =:=a | b | SS.
We denote the empty string with the symbol €, and take this element as
the unit element. Furthermore, we use the notation p”, with p € M and
n € N, for the string p concatenated n times; so p° = ¢, and p"t! = pp".

e Take a size function |-| : M — N such that for all p € M, |p| is the length
of the string p; so || =0, and |ep| = 1 + |p| for ¢ € {a, b}.

e We define the composition function _-_: M x M — M as follows, for all
p,q € M:

P ifg=c¢
p-q=1<pq if g=aq for some ¢ € M
b"q if ¢ = bq’ for some ¢’ € M, and |p| =n .

Hence, the character b at the beginning of the right-hand string causes all
characters in the left-hand string to be replaced by the character b.

e Finally a transition relation — C M x M is defined as the smallest set such
that p — p’ if p = ¢p/, with ¢ € {a,b} and p’ € M; i.e. each step removes
one character from the left-hand side of the string, until the empty string
is reached.

We now prove for (M, -, €) that Properties 1 and 2 hold (thereby proving that
it is a monoid) and Properties 3—7 hold, but Property 8 does not hold, so it is
a unique decomposition monoid except for cancellation.

First of all, it is easy to see that cancellation does not hold: we have both
a-b=Dbband b-b=bb,soa-b=b-b, but not a=b, since a and b are distinct
elements. We now prove that all the other properties do hold, for all p,q,r € M.

1. We prove by case distinction that p-(q-r) = (p-q) - 7.

(a) Suppose r =e. Then p-(¢-r) =p-q = (p-q)-r, twice by definition
of _-_.

(b) Suppose r = br’ for some 7/ € M. Then p-(q-r) = p-b™r = b ™p,
twice by definition of _- _, for [p| = n and |q| = m; and (p-q) - r = bFr
by definition of - _, for |p- ¢| = k, and by Property 4 (which we prove
below) k = |p| + |q| = n + m, so also (p-q)-r = b"T™r.
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(¢) Suppose r = ar’ for some 1’ € M, then we distinguish on g¢:

i. Suppose g =¢€. Thenp-(¢-r)=p-r = (p-q)-r, twice by defini-
tion of _- _.

ii. Suppose ¢ = bq’ for some ¢’ € M. Then p-(q-r) = p-qr = b"gr,
twice by definition of _-_, for |p| = n; and (p-¢q)-r = b"¢-r =
b™qr, also twice by definition of _- _.

iii. Suppose ¢ = aq’ for some ¢ € M. Thenp-(q-r) =p-qr = pgr =
p-gqr =p-(q-r), four times by definition of _- _.

All cases have been covered, so associativity holds.

2. By definition of _- _ we have p-e = p; it also follows from the definition
that €- g = ¢ for all three cases of ¢ in the definition.

3. By definition of |-| we have |¢] = 0, and the only string of length 0 is the
empty string.

4. By definition of _-_ we have for all three cases of p-q that the resulting
string has the same length as that of p and ¢ combined. Since |p| is defined
as the length of p for all p, we have that [p-q| = |p| + |q|.

5. If p # ¢, then by Property 3 we have |p| > 0, so by definition of || we
have that p is a string of at least length one, so p = ¢p’ for some ¢ € {a, b}
and p’ € M, so by definition of — we have p — p’, and by definition of

> 1Pl = lpl = 1.

6. By definition of — and ||, every step p — p’ for some p’ € M has |p/| =
lp| — 1, so [p'| < |pl.

7. Suppose that p-g — r. We now prove by case distinction on p.

(a) Suppose p = €. Then by Property 2, p-q = ¢, so ¢ — r.
(b) Suppose p # €, then we distinguish on q.

i. Suppose ¢ = €. Then p-q = p by definition of _-_, so p — r,
and because g = ¢, also r = r-¢; then we can take p’ = r for
r=p-q.

ii. Suppose ¢ = bq’ for some ¢’ € M. Then p-q = b™q by definition

of _- _, for |p| = n; and since p # €, by Property 3 we have |p| > 0,
so n > 0. Hence by definition of — we have b"q — b" ¢, so
r=b""1q.
Also since n > 0 we have p = ¢p’ for some ¢ € {a,b} and p’ € M,
hence by definition of — we have p — p’ with |p/| = n — 1 by
definition of |.|. Then p’-q = b" g by definition of _-_, so
pg=r.

iii. Suppose q = aq’ for some ¢’ € M. Then p-q = pq by definition
of _-_; and since p # €, by Property 3 we have |p| > 0, sop = ¢p/
for some ¢ € {a,b} and p’ € M. Hence by definition of — we
have pq — p'q, so r = p'q.

Also by definition of — we have p — p’; then p’-q = p'q by
definition of -, so p'-q¢=1.
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In each case we have either ¢ — r or there is a p’ € M such that p — p’
and r = p’ - q, so the property holds.

All properties except for cancellation hold, so the given monoid M is a unique
decomposition monoid except for cancellation. O

Now that we have shown that cancellation is not derivable from the other prop-
erties in a general setting, the only question remaining is whether cancellation
is actually required in order to prove unique decomposition. We can easily show
that this is the case: if we have unique decomposition without cancellation, then
there exist elements p,q,r € M such that p-r = q-r, but p # q. Suppose the
decompositions of p, ¢ and r are

(p1,p2,. .., pn) With p; € M for 1 <i<n
(1,92, -, qm) With ¢ € M for 1 <i<m
(ri,7re, ..., 1K) with r; € M for 1 <i <k

respectively. Then we have as the unique decomposition of p-r = ¢-r that
<p1ap27 -y PnsT1, T2, ark> = <q17q2a e @my T, T2, . ,’I"k), but this would im-
ply that the decompositions of p and ¢ are the same, which in turn would imply
that p = ¢; and we assumed that this is not the case.

5.4 BPA; as unique decomposition monoid

Now that we have established that unique decomposition monoids are actually
uniquely decomposable, we can apply this result to processes in BPA; by showing
that BPA; is in fact a unique decomposition monoid; we do this by proving that
Properties 1 and 2 from Definition 5.1 and Properties 3-8 from Definition 5.2
hold for BPA;.

For reasoning about equality on processes we use the bisimulation semantics as
established before, so we divide BPA; into equivalence classes modulo bisimu-
lation. We use the notation P to indicate the set of processes in BPA; divided
using bisimulation; for every process p from BPA; we write [p] € P for the
equivalence class containing the process p. This is allowed because bisimulation
is a congruence relation on closed terms with respect to each of the operators
in BPA;. This fact follows from the shape of the SOS rules, which adheres to
the tyft/tyxt format as presented by Groote and Vaandrager [13]; for rules in
this format, the bisimulation relation is automatically a congruence.

This results in the following definition.
Definition 5.8. We define a monoid (P, -, [1]) with the following properties:
e The set P consists of the equivalence classes of processes in BPA;, with
[1] as unit element.

e For the composition function _- _ : P x P — P we use the sequential
composition function defined in BPA1, so for all processes p and g we have

[p]-lal =[p-q
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e We define a transition relation — C P x P such that for all processes p
and p’ we have [p] — [p'] iff there exist processes ¢ and ¢’ and an a € A
such that p < ¢, p' < ¢ and ¢ — ¢.

e Finally, take a size function || : P — N such that for every process p we
have |[p]| = [p|.

We now prove that this definition actually results in a unique decomposition
monoid.

Theorem 5.9. Take the monoid (P, -, [1]) with properties as defined in Defini-
tion 5.8 above. Then (P,-,|-|,—,[1]) is a unique decomposition monoid.

Proof. We need to prove that Properties 1 and 2 from Definition 5.1 and Prop-
erties 3-8 from Definition 5.2 hold for all P,Q, R € P. Since for all P € P and
all p € P we have [p] = P, we take processes p, ¢, and prove the properties for

all [p], [g] and [r].

1. By Lemma 2.5 it holds that p-(¢-7) < (p-¢)-r; hence they are in the same
equivalence class, so [p- (¢-r)] =[(p- ¢) - r]; then by repeated application
of the definition of _- _ we have [p] - ([q] - [7]) = ([p] - [¢]) - []-

2. By Lemma 2.5 it holds that p-1 < pand 1-p < p; hence p- 1, p and
1 - p are all in the same equivalence class, so [p-1] = [p] = [1 - p], so by
definition of _- _ we have [p] - [1] = [1] - [p] = [p].

3. By definition of || we have |[p]|] = 0 iff |p| = 0, which is the case if
max{n € N|3p' : p —" p'} =0, i.e. if there is no process p’ and action
a € A such that p — ¢/, if p cannot perform an action. According to the
SOS rules (Table 2.1) this is the case iff p < 1, hence p and 1 are in the
same equivalence class, so [p] = [1].

4. We have |[p] - [q]| = [[p - q]| = |p- al = Ip| + |a| = I[p]| + |[]| by congruence,
definition of |_|, Lemma 2.7 and again definition of |_|, respectively.

5. Suppose [p] # [1]. Then by Property 3 we have |[p]| # 0, hence |p| # 0, so
by definition of size for BPA; — since the size is defined as the maximum
number of actions that can be performed — it must be the case that there
is an action a € A and process p’ for which p —— p/, with the number
of actions that can be performed in p’ is one less than that of p. Hence
p —= p’ with |p'| = |p| — 1; thus by definition of || also |[p]| = |[p]| — 1.

6. If [p] — [q], then by definition of — there is an a € A such that p - q.
Now by Lemma 2.9 we have |q| < |p], so also |[q]| < |[p]|-

7. Suppose [p] - [q] — [r], then by definition of — and because [p]-[¢] = [p-q],
there is an a € A such that p- ¢ —— 7. By the SOS rules in Table 2.1 this
is possible either by Rule 7 or Rule 8, so we distinguish on those.

(a) By Rule 7 we have that p-q — r if p - p/; then 7 < p' - ¢, so by
congruence [r] = [p'] - [g].
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(b) By Rule 8 we have that p-q —— r if p| and ¢ % ¢/; then r < ¢.
This means that [¢q] — [¢'] by definition of —, and since r < ¢’ we
have also that [r] = [¢'], hence [q] — [r].

In both cases we have either [g] — [r] or there is a [p/] such that [p] — [p/]
and [r] = [p] - [g].

8. Suppose [p] - [r] = [g] - [r]. Then by congruence we have [p-r] =[gq- 7], so
p-r < q-r. Then by the BPA; cancellation theorem (Theorem 3.2) we
have p < g, 50 [p] = [q].

All required properties hold, so (P, -, |-|, —, [1]) is a unique decomposition monoid.
O

Note that Property 3 would not hold in case we added deadlock, since |0 = 0
as well; hence this definition only works for BPA; and not for BPAg ;. However,
it might also be possible to establish another definition of unique decomposition
monoids in which BPAg 1 can be defined as well.



Chapter 6

Conclusion

In this thesis, we have established a number of results. We have proven that
all processes in BPA; have a unique sequential prime decomposition, and we
have shown that such a decomposition does not exist in general for BPAg ;.
To alleviate this, we have established two decomposition results for processes
containing deadlock, both as close as possible to a prime decomposition. Taken
together, these three forms of decomposition provide a unique decomposition
for all processes in BPAg 1 as well.

Aside from establishing a unique decomposition for processes in BPA; /BPAg 1,
we have also established a sufficient criterion to be able to provide a unique
prime decomposition result for monoids, and have proven that a reduction of
BPA; to monoids satisfies this criterion. Furthermore we have shown that a
cancellation property is necessary to be able to define unique decomposition on
monoids in this fashion.

There is a lot of future work that could still be done in this area, mostly in terms
of trying to obtain a unique decomposition result for different process algebras.
Mostly lacking right now is an attempt at decomposition for BPA; /BPAg 1 where
infinite processes are allowed. A possible starting point for this is given in the
Appendix. Another possibility would be to first add the Kleene star operator
to the algebra, which provides a limited form of infinity which might be easier
to handle.

Another candidate for decomposition would be BPPg 1, the Basic Parallel Pro-
cesses with deadlock and (impure) termination — which could derive its result
from the unique decomposition of BPPy, which was proven by Luttik and Van
Oostrom [17].

Furthermore, we could try to refine the decomposition result for BPAg 1 in such
a way that it becomes possible — under some circumstances — to also allow
deadlock in other components than the last one. This should be possible in
theory, since there are processes containing deadlock which are prime, and thus
do not give rise to infinite decomposition, as shown by Lemma 4.15.

As already stated in Section 5.4, we conjecture that it is also possible to define
a monoid in such a way that it captures the essence of all decompositions of
BPAp,1. Hence, constructing such a monoid would also belong to future work.
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Finally, we have shown that the properties for a unique decomposition monoid
are sufficient for proving unique prime decomposition, but have not proven that
they are all necessary, except for cancellation. Proving the necessity of the other
properties would show that the collection of properties as a whole is minimal.
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Appendix A

Some preliminary results
regarding recursion

Originally it was our aim for this thesis to include the notion of infinite pro-
cesses in BPA; and BPAg 1 by allowing recursive specifications to be defined.
However, infinite processes prove to be a problem with regard to unique prime
decomposition. To show this, we first modify the basic syntax of processes to
allow for recursive specifications.

Definition A.1. A recursive specification over V, where V is a (finite) set of
variables, is defined as a set of equations of the form X = tx, one for each
variable X € V. Here tx is a term over the signature of BPA; or BPAg 1, which
may contain elements of V.

If we now allow these recursive specification variables to occur in the syntax of
our algebras, we get the following modified grammar for BPA;:

P:=1|aP|X|P+P|P-P,
and for BPAg 1:

P:=0|1|aP|X|P+P|P-P.

This addition also slightly changes the semantics for BPA; and BPAg ;.

Definition A.2. The operational semantics for BPA; and BPAg ; are given by
the SOS rules in Table 2.1 with the addition of the two rules for recursion given
in Table A.1. Here A is the set of possible actions, and V is the set of recursive
specification variables.

It is now possible to specify a plethora of processes which were previously inex-
pressible. Examples are X = a.X, a process which can only perform an infinite
number of a-actions and never terminate, or X = (a.X - b.1) + 1, a process
which can perform an unbounded number of a-actions, then the same number
of b-actions, and then terminate.
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= = t X =t
0 tx—HUaX tx I x! X
X —=x X\

Table A.1: Additional SOS rules for recursion (a € A, X € V)

Now a number of these processes do not have a unique prime decomposition.
An example of this is the process X = a.X, which can be decomposed into
(X), (X, X), (X, X, X), etcetera, but none of these decompositions are prime,
since X can always be decomposed further.

At the time we did not see a way of keeping recursive specifications in the
theory without significantly hampering the overall progress of the project, so
we decided not to include recursive specifications in our main results. However,
at this moment we already had proof that cancellation does hold for infinite
processes, as long as the component to be split off is finite. Since this result
might aid a future endeavour into decomposition of infinite processes (or more
generally, processes with recursion), we present it here. The cancellation proof
itself is mostly the same as the one present in Theorem 3.2; most differences
arise in the definitions and lemmas on which the theorem is based.

First of all we make a significant change to the definition of the size of a process,
and redefine it from Definition 2.6 to the following.

Definition A.3. We define the size of a process p, written |p|, to be the length of
the longest transition sequence (t.s.) starting at p that ends with a termination,
unless there are transition sequences starting at p that do not end in termination,
in which case |p| is defined to be co:

ip| = sup{n e N|p —" p’ Ap'|} if all t.s. starting at p end in termination
PI=1 otherwise .

We say a process p is finite-sized, or write the predicate finite-sized(p), if |p| = n
for some n € N, i.e., it has a finite size, and we say it is infinite-sized otherwise.

Now there are three distinct ways in which a process can be infinite-sized:

1. If a process in BPAg ; has deadlock then there is a non-terminating tran-
sition sequence, so the process is infinite-sized by definition. Note that
this differs greatly from the original definition of size as per Definition 2.6,
where deadlock was treated the same as successful termination.

2. If a process contains a transition sequence of infinite length, as is the
case in e.g. the process equation X = a.X, then this results in a non-
terminating transition sequence, so it is also infinite-sized by definition.

3. If a process contains only terminating transition sequences with a finite
length, and if that process has the characteristic that given a transition
sequence with a fixed length (say n) it is always possible to find a transition
sequence with a length greater than n, then sup{n e N | p —" p’Ap|} =
00, so0 a process of such a kind is infinite-sized as well.
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Now the size of finite-sized processes can easily be calculated, as per the follow-
ing lemma (contrast this with Lemma 2.7).

Lemma A.4. For finite-sized processes p and q and for a € A, the following
equalities can be derived:

0] = o0
1l=0,
la.p| =1+ |p|,
lp + q| = max(|p|, |q]) ,
lp-ql = Ip| + gl .

Proof. By definition of size (Definition A.3) and the SOS rules in Table 2.1. O

We now state some auxiliary lemmas on arbitrary processes in BPA; or BPAg 1,
which are needed to prove cancellation. These lemmas correspond to Lem-
mas 2.8, 2.9 and 3.1 respectively.

Lemma A.5. For processes p and q, if p < q, then |p| = |q.

Proof. First of all we prove that if p <= ¢ then either both p and q are finite-sized
or both are infinite-sized. To this end, suppose without loss of generality that
p is infinite-sized and ¢ is finite-sized, with |¢| = n. Then by definition of size
(Definition A.3) there either is a non-terminating transition sequence starting
at p (which cannot be simulated by ¢), or there are transition sequences of
unbounded length starting at p; in which case there is also a transition sequence
of length m, with m > n, from p, which cannot be simulated in ¢q. This is a
contradiction of p < q.

So either of the two following cases holds:

1. Processes p and g are both finite-sized. Assume without loss of generality
that (for p < q) we have |p| > |g|. Then there is a transition sequence of
length |p| starting at p which is longer than any sequence in ¢, so ¢ cannot
simulate this sequence. But then p ¢ ¢, which is a contradiction. Hence
it must be that |p| = |q|.

2. Processes p and ¢ are both infinite-sized. Then by definition |p| = |¢| = co.

In either case we have |p| = |q|. O

Lemma A.6. If for some finite-sized process p we have p —— p' for some
process p' and a € A, then |p'| < |p|.

Proof. Suppose |p’| = n, so the longest transition sequence starting at p’ takes
n steps. By p — p’ it is possible to get from p to p’ in one step, so there is
a transition sequence of n + 1 steps starting at p. Thus the longest transition
sequence starting at p must also be at least n + 1 steps long. Hence, [p| >
n+1>n=1p|, so [p| <|p| O
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Lemma A.7. If we have a finite-sized process r for which v — v’ for some
a € A and process ', then there is no process p, finite-sized or infinite-sized,
such thatp-r < r'.

Proof. We prove the lemma by contradiction. Suppose that there is a process
p for which p - r < r’. We distinguish two cases:

1. Process p is finite-sized. Then by Lemma A.5, |p - r| = |r/| and by
Lemma A4, [p - 7| = [p| + [rl, so [p| + |r| = [r'| and [p| = [r'| — |r].
But by Lemma A.6, |r'| < |r|, so || — |r] < 0 and thus |[p| < 0. But
there cannot exist a process with a longest transition sequence smaller
than zero, so this is a contradiction.

2. Process p is infinite-sized. Then |p| = oo, so |p-r| = oo as well. Since
p-r < 7/, then by Lemma A.5 we have |r'| = oo too. But since r was
supposed to be finite-sized, by Lemma A.6 it holds that 7’ is finite-sized
as well, so this is a contradiction.

In both cases we have a contradiction, so no such p exists. O

Note that if r is infinite-sized then such a p can exist, e.g. take r = a.r + 1 and
p=al+1,thenr ——randp-r < r.

Using these lemmas, we can prove the following cancellation theorem for pro-
cesses in BPA; or BPAg 1, as opposed to the one in Theorem 3.2.

Theorem A.8. If for some (possibly infinite-sized) processes p and q there
exists a finite-sized process r such that p-r < q-r, then p < q.

Proof. Consider the following relation R:
R ={(p,q) | (3r : finite-sized(r) Ap-r < q-1)}.

Obviously, if R is a bisimulation relation, then the theorem holds. Recall the
definition of a bisimulation (Definition 2.4); we need to prove that each of the
four properties of a bisimulation relation hold for R, to establish that R is a
bisimulation relation. For each property, assume (p, q) € R, so take a finite-sized
r such that p-r < q-r.

1. Suppose p — p’ for some a € A; we need to show that there exists a ¢’
such that ¢ = ¢’ and (p/,¢') € R.

By SOS rule 7 (see Table 2.1) on p % p’ we have p-r —% p’ - r, so by
bisimilarity of p-7 and ¢-r there exists an s < p’ - such that ¢-r —— s.
Fix a derivation of g-r7 — s; we distinguish cases according to which SOS
rule has been applied last in this derivation. This can either be rule 7 or
rule 8:

(a) By SOS rule 7 there is a ¢’ such that ¢ —— ¢'; then s = ¢/ - r, so
p -r < ¢ -r. By definition of R, since finite-sized(r) Ap’ - r < ¢’ - r,
this means that (p’,¢’) € R.
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(b) By SOS rule 8 it holds that ¢| and there is an 7’ such that r —% ¢’;
then s =7/, so p’-r < r’. But by Lemma A.7 this is a contradiction,
so this case cannot occur.

Only the first case can occur, so there is a ¢/ such that ¢ — ¢ with
(p',q") € R; this satisfies the bisimulation relation requirement.

2. Suppose ¢ — ¢ for some a € A; we need to show that there exists a p’
such that p —% p’ and (p/,¢') € R.

This is analogous to the case for p — p’ above.

3. Suppose pl; we need to show that ¢|.

To show this, we apply case distinction on r. Since r is finite-sized, it
is deadlock-free, so r must be able to either perform an action and/or
terminate. We distinguish between these two options:

(a) Process r can perform an action: r — 7’ for some a € A. Then by
SOS rule 8, p-r - 7/, and by bisimilarity of p-r and ¢ - r there
exists an s < 7/ with ¢ - r —— s. Fix a derivation of s -r — s; we
again distinguish cases according to which SOS rule has been apphed
last in this derivation, which is either SOS rule 7 or rule 8:

i. By SOS rule 7 there is a ¢’ such that ¢ —— ¢; then s = ¢/ - r,
so r’ < ¢ -r. But by Lemma A.7 this is a contradiction, so this
case cannot occur.

ii. By SOS rule 8 it holds that ¢ and s = ’; so we have ¢|.
Only the second case can occur, and in this case we have ¢|.

(b) Process r can terminate: r|. Since p| holds, by SOS rule 9 it holds
that p-7|, and by bisimilarity of p-r and ¢-r it also holds that ¢-r].
This can only be satisfied by SOS rule 9, so q|.

In either of the above cases we have ¢|; this satisfies the bisimulation
relation requirement.

4. Suppose q|; we need to show that p|.

This is analogous to the case for p| above.

Summing up, the four requirements for a bisimulation relation are met, so R is
indeed a bisimulation relation. This concludes our proof of the theorem. O

Note that it is required that r is deadlock-free when p and ¢ are allowed to
contain deadlock: take process r = a.0 + 1, then it can easily be shown that
1-r < (a.0+1)-r, but obviously 1 ¢ a.0 + 1. A counterexample without
1 is also possible: a.0-a.0 < a.0 -0, but a.0 ¢~ 0. Or take a counterexample
without actions: 1-0 < 0-0, but 1 <~ 0.

This cancellation theorem concludes our preliminary results regarding recursion.



